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Ce document a été établi pour vous permettre d’utiliser au mieux vos calculatrices pour réaliser les calculs
statistiques des UE “Mathématiques pour les sciences de la vie” et “Biostatistique-Bioinformatique”. Le but n’est
pas d’illustrer ou d’expliquer des concepts (ils sont expliqués en cours) mais de décrire ’ensemble des fonctions
et des tests implémentés sur vos calculatrices afin de vous permettre d’utiliser ces outils. En ce sens, ce document
dépasse le strict programme des deux UE mentionnées plus haut mais les étudiants de chaque UE retrouveront
les tests qui y sont enseignés.

Il est possible que des erreurs se soient glissées dans ce document. Si vous pensez en avoir trouvé une, faites en
part a auteur par mail.
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1 Distributions

La table [1] indique les équivalences entre les fonctions de distributions vues en cours et les commandes
utilisables sur le logiciel R et sur deux modéles de calculatrices fréquemment utilisé par les étudiants (Texas

Instrument TI-82 Stats.fr et Casio Graph 35+).

TABLE 1 — Distributions et commandes associées (R, TI-84, Casio Graph35+)
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2 Estimation ponctuelle de la moyenne et de la variance

2.1 Les trois types de présentation des données

Vos données peuvent vous étre présentées de I'une des trois facons suivantes :

1. Données brutes : X, X5, ..., X, constituent les n mesures de I’échantillon.

Dans ce cas, on enregistrera une liste pour les observations. Vos calculatrices disposent d’éditeurs de

listes mais vous pouvez aussi les enregistrer directement entre accolades séparées par des virgules.

X, Xo ... Xi

: k )
0 n constituent les n =Y. ; n; données.
1 2 =

2. Données regroupées :

Dans ce cas, on enregistrera deux listes pour les observations. Une liste contiendra les valeurs X; et une

atre contiendra les effectifs n;.

3. Données résumées : I'échantillon contient n mesures dont la somme est Y- X = >" | X; et la somme

des carrés est > X2 =3"" | X2

Dans ce cas vous devrez calculer la moyenne de I’échantillon X = % et 'estimation de ’écart-type de

la population ¢ = \/ — (% X2 - X 2). Il est préférable de stocker ces valeurs dans les mémoires de

votre calculatrices pour conserver tous les chiffres avec la précision de votre machine.

2.2 Estimation a partir de donées brutes

On veut estimer la moyenne et la variance de la distribution d’une variable aléatoire dans la population &
partir de données d’un échantillon. Pour illustrer ce calcul on utilisera un échantillon constitué de 12 observations

indépendantes. Les données brutes correspondantes sont présentées dans le tableau

TABLE 2 — Données brutes

X; 18 21 20 20 21 21 23 21 18 22 19 20

F1GURE 1 — Estimations ponctuelles de la moyenne et de I’écart-type sur des données brutes
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A gauche sur calculatrices TI & droite sur Casio en bas

1. Les données sont entrées dans une premiére liste (L1 ou List 1).

2. Sur TI, on choisit un calcul statistique sur une variable. On donne en argument entre parenthéses la liste ou sont stockées

les données brutes.

3. Sur Casio, on choisit le menu CALC puis on configure le calcul avec SET. La on indique que les valeurs sont dans List 1
et on indique que les effectifs valent 1 pour toutes les valeurs observées. On revient au menu précédent en appuyant sur la
touche EXIT et on choisit 1VAR

4. On lit les résultats du calcul. La moyenne de I’échantillon est Z = 2.0333 'estimation de ’écart-type (notée & dans le cours)
est notée Sx et la valeur de l’écart-type dans 1’échantillon (notée s dans le cours) est notée ox. On a it = T = 2.0333,
s =0.1434 et & = 0.1498 (résultats arrondis a la 4°™¢ décimale).

2.3 Estimation ponctuelle & partir de données regroupées

Les données de la table |2 sont regroupées sous la forme de la table 3] Le calcul de I’estimation de la moyenne
et de I'écart-type est présenté sur les captures d’écran de la figure



n >X > X?
12 244  49.86

TABLE 3 — Données groupées

X, 18 19 20 21 22 23
n; 2 1 3 4 1 1

FIGURE 2 — Estimations ponctuelles de la moyenne et de I’écart-type sur des données groupées
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De gauche a droite

1. Les valeurs de la variable aléatoire sont entrées dans une premiére liste (ici L1) ou List 1). Les effectifs correspondants
sont saisis dans une seconde liste (ici L2 ou List 2) de méme dimension.

2. Sur TI, on choisit un calcul statistique sur une variable puis on donne en arguments entre parenthéses et séparées par une
virgule la liste des valeurs L1 puis la liste des effectifs L2.

3. Sur Casio, on choisit le menu CALC puis on configure le calcul avec SET. La on indique que les valeurs sont dans List 1 et
les effectifs dans 1ist 2. On revient au menu précédent en appuyant sur la touche EXIT et on choisit 1VAR

4. On lit les résultats du calcul. Ils sont évidemment identiques au cas de la figure [1] sur les données non regroupées. On a
=7 =2.0333, s =0.1434 et & = 0.1498 (résultats arrondis & la 4°™¢ décimale).

2.4 Estimation ponctuelle & partir de données résumées

A présent on ne dispose plus que d’un résumé des valeurs de la table [2| par exemple sous la forme suivante du
tableau : vous devez alors appliquer les formules classiques pour calculer la moyenne Z, la variance observée
dans I’échantillon s? et I’estimation de la variance dans la population o2.

X X2
T = 72 , 82 = 72 -z, %= N2 (1)
n n n—1

Pour faire le moins possible d’erreurs d’arrondis, il est préférable de stocker les résultats des calculs dans les
mémoires de votre calculatrice comme illustré sur la figure



FIGURE 3 — Estimations ponctuelles de la moyenne et de I’écart-type sur des données résumées
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De gauche a droite

1. On entre Deffectif dans la variable N, la somme des valeurs dans A et la somme des carrés dans B.

2. On stocke la moyenne dans M, la variance observée dans I’échantillon dans U et la variance estimée de la population dans V.
3. On stocke I’écart-type observé dans I’échantillon dans R et I’écart-type estimé de la population dans S.
4

. Les résultats du calcul sont évidemment identiques aux cas des figure[f]et[2 On a o = 7 = 2.0333, s = 0.1434 et 6 = 0.1498
(résultats arrondis & la 4™¢ décimale).

2.5 Rappeler les valeurs calculées précédemment
Une fois un calcul statistique effectué sur des données brutes ou groupées, vos calculatrices vous permettent

de récupérer les valeurs calculées ceci est présenté sur la figure

FIGURE 4 — Rappel des valeurs calculées aprés un calcul statistique
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De gauche a droite TI en haut, Casio en bas
1. On accéde aux variables calculées précédemment avec la touche VARS (TI et Casio).

2. Sur TI on demande les variables calculées dans un contexte statistique, pius on choisit les variables que ’on souhaite
rappeler.

3. Sur Casio, on choisit STAT puis INPT et on accéde aux valeurs de son choix.

3 Intervalles de confiance, tests de conformité et d’homogénéité

3.1 Un exemple : calcul de l’intervalle de confiance de la moyenne

On va calculer un intervalle de confiance de la moyenne p a partir du méme échantillon présenté des trois fa-
¢ons précédentes. L’échantillon est constitué de 12 observations indépendantes tirées d’une distribution supposée
normale dont on veut établir un intervalle de confiance & 95% (risque o = 5%).

3.1.1 Travail sur des données brutes

Les données brutes ont été présentées dans la table[2] Des captures d’ecran du calcul de I'intervalle de confiance
sont présentées sur la figure



FIGURE 5 — Intervalle de confiance de la moyenne p sur des données brutes
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De gauche a droite

1.
2.

3.1.2

Le calcul de I'intervalle de confiance de la moyenne sur les données groupées de la table [3| est présenté sur

Les données sont entrées dans une premiére liste (L1 ou List 1).

On choisit un intervalle de confiance de type ¢ (car la variance théorique est inconnue) pour la moyenne & partir d’un

échantillon.

On effectue les choix qui conviennent : des valeurs sont dans la liste L1 ou List 1,

On calcule un intervalle de confiance a 95% (risque a = 5%).
On lit les résultats du calcul. L’intervalle de confiance a 95% est [1.9382, 2.1285].

Travail sur des données groupées

les captures d’écran de la figure

les effectifs sont 1 observation par valeur.

FIGURE 6 — Intervalle de confiance de la moyenne p sur des données groupées
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De gauche & droite :

1.
2.

3.1.3

Les données sont entrées dans la liste L1 (ou List 1), les effectifs dans la liste L2 (ou List 2).

On choisit un intervalle de confiance de type ¢t (car la variance théorique est inconnue) pour la moyenne & partir d’un

échantillon.

On effectue les choix qui conviennent :

intervalle de confiance a 95% (risque a = 5%).
On lit les résultats du calcul. L’intervalle de confiance & 95% est [1.9382, 2.1285].

Données résumées

des valeurs sont dans la liste L1, les effectifs sont dans la liste L2. On calcule un

Le calcul de 'intervalle de confiance est présenté sur les captures d’écran de la figure




FIGURE 7 — Intervalle de confiance de la moyenne p sur des données résumées
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De gauche & droite, les étapes du calcul :
1. La taille de I’échantillon (n = 12) est stockée dans la variable N. On calcule la moyenne de I’échantillon X = 2.0333333 et

P’estimation de ’écart-type 6 = \/% X (% x 49.86 — 2.03333332) = 0.1497473, stockées respectivement dans les variables

A et B de la calculatrice.
2. On choisit un intervalle de confiance de type t (car la variance théorique est inconnue) pour la moyenne a partir d’un
échantillon.

3. On effectue les choix qui conviennent : on va fournir des statistiques, on donne X, & et N en entrant les noms des variables
correspondantes qui sont immédiatement remplacées par leurs valeurs. On calcule un intervalle de confiance a 95% (risque

o =5%).
4. On lit les résultats du calcul. L’intervalle de confiance a 95% est [1.9382, 2.1285].

3.2 Un exemple de test d’hypothéses : test d’homogénéité de deux moyennes

On a obtenu un autre échantillon constitué de 10 observations indépendantes dans une seconde population.
La figure [§] montre les trois possibilités de présenter les données de cet échantillon.

FIGURE 8 — Un second échantillon
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On veut comparer les moyennes dans les populations dont proviennent les deux échantillons :

— On utilise un test ¢ d’homogénéité de deux moyennes. On souhaite utiliser un risque de premiére espéce
a = 0.05.

— L’hypothése nulle est Hy : 13 = p2. L’hypothése alternative est Hy : 1 # po.

— Pour satisfaire les conditions d’application sur des petits échantillons, on doit supposer que les distribu-

tions dont sont issus les deux échantillons sont normales et de méme variance o? = 03 = o'2.

La réalisation du test utilisant les données brutes est illustrée sur la figure [0



FIGURE 9 — Test t d’homogénéité de deux moyennes sur des données brutes
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De gauche a droite
1. Les données brutes sont entrées dans deux listes (L1 et L1 ou List 1 et List 2).
2. Le test est un test ¢ (car la variance théorique est inconnue) d’homogénéité de deux moyennes.

3. On effectue les choix qui conviennent : les valeurs dont dans des listes, une seule observation valeur (données brutes), on
calcule une variance commune (pooled vaut “oui” ou “on”). L’hypothése alternative est Hy : u1 # po (test bilatéral).

4. On lit les résultats du calcul. L’écart-type commun estimé est & = 0.137. La valeur de la statistique est t = —4.37 et est
associée 4 une valeur p = 2.936 x 10~%. On a donc p < a, ce qui permet de rejeter ’hypothése nulle avec un risque a = 0.05.
Les moyennes des populations sont donc différentes.

3.3 Procédures disponibles sur vos calculatrices
3.3.1 Tests et IC sur les moyennes

Les tests et intervalles de confiance sur les proportions disponibles sur vos calculatrices sont présentés dans
la table [ Ils fonctionnent tous a la fagon montrée sur la figure [9]

TABLE 4 — Tests et intervalles de confiance sur les moyennes

Un seul échantillon o connue o7 estimée
Intervalle de confiance ZIntCont TIntCont
de p ZInterval TInterval
INTR— Z—1-S INTR— t—1-S
Test de conformité u = Z-Test T-Test
Z-Test T-Test
Ho TEST— Z—1-S TEST— t—1-S
Deux échantillons o7 et o2 connues o7 et 02 estimeées o2 commune estimée
Intervalle de confiance 2-CompZIntC 2-CompTIntC 2-CompTIntC
de p1 — o 2-SampZInt 2-SampTInt pooted  2-SampTInt pooled
INTR— Z—2-S INTR— t—2-S INTR— t—2-S
Test d’homogénéité 2-CompZTest 2-CompTTest 2-CompTTest
- 2-SampZTest 2-SampTTest pooted 2-SampTTest pooled
= e TEST— Z—2-S TEST— t—52-S TEST— t—2-S

Notation des procédures de tests et intervalles de confiance de la moyenne sur les calculatrices TI-82 Stats.fr (premiére ligne), TI84

(deuxiéme ligne) et casio graph 35+ (troisiéme ligne).

3.3.2 Tests et IC sur les proportions

Les tests et intervalles de confiance sur les proportions disponibles sur vos calculatrices sont présentés dans
la table [5| Dans ces tests et intervalles de confiance, on indique les nombres de succés (z ou x1 et x2) et le
nombre total d’observations (n ou n; et ny). Pour le test de conformité a une proportion théorique (test sur un
échantillon), celle-ci est notée pg. Comme précédemment, on indique I’hypothése alternative.



TABLE 5 — Tests et intervalles de confiance sur les proportions

1 échantillon 2 échantillons

1-PropZInt
1-PropZInt
INTR— Z—1-P

2-PropZInt
2-PropZInt
INTR— Z—2-P

Intervalle de confiance
de p ou de p1 — p2

Test de  conformité
p = po ou d’homogé-
néité p1 = p2

1-PropZTest
1-PropZTest
TEST— Z—1-P

2-PropZTest
2-PropZTest
TEST— Z—2-P

Notation des procédures de tests et intervalles de confiance de proportions sur les calculatrices TI-82 Stats.fr (premiére ligne), TI84

(deuxiéme ligne) et casio graph 35+ (troisiéme ligne).

3.4 Test d’homogénéité de deux variances

Le test d’homogénéité de deux variances tel qu’implémenté sur vos calculatrices prend en compte des données
aux trois formats (brutes, regroupées, résumeées). La figure présente la réalisation d’un test d’homogénéité
des variances entre les données de la table 3| et de la figure [8| (données groupées).

FIGURE 10 — Test F' d’homogénéité de deux variances sur des données groupées

f1.8,1.9,2.68,2.1 12.1.2.2,2.3:2.4 Z2-ComrFTe=st 2-ComrFTest 2-ComrFTest
s 2. 22203030 2 2.0k Enti: Stats T1#0z Ti#Tz
.2 1.9 2 2.1 0 £2.1 2.2 2.3 2. Listel:ils F=1.56442203 tToxe=.1197219
12,1341 12+ £1:3:3:2:12%Lwy Listel:ilz F=.21682417224 ¥1=2. 03333333
11332 1 Effl:lLz S =. 149747262 Hp=2.29
213411 1 Eft2:Lluy Sxz=.1197219 ni=12
[ | ol: L2 ka2 X1 =2, 833353533 nz=18
Calculs Dessin [ |
T1.5:1.9,2,08: 2.1, 2. 25 {2.1:2.2+2.3:2.4: 2.5 Test F 2 &chank Test F 2 échant Test F_2 échant
2.3zt sList3 gl =gZ ] =2 @333 333 t
Dore Dore 1= F =1.56442283 2 =Z.29
{2:1:3.4: 1.1 34List 2 {1:3.3.2,14List 4 List¢ly :Liztl E =5.510841 78 =x1 =B.14574726
Cone Done Listi2d fLists Fl  =2.03333333 =x2 =8,1157215
Freacly :List 2 =Z.29 ni~ =1
Freatdh :Listd 4 =xl =B.14574726 1 nz =1@
[t [Uar

De gauche a droite

1. Les données groupées sont entrées dans deux listes de valeurs (L1 et L3 ou List 1 et List 3) et les effectifs dans deux listes
d’effectifs (L2 et L4 ou List 2 et List 4).

2. Le test est appelé 2-CompFTest ou 2-SampFTest (t.i.) on y accéde avec les choix TEST—F (casio).

3. On effectue les choix qui conviennent : les valeurs dont dans des listes, les effectifs sont dans des listes (données groupées).
L’hypothése alternative est Hq : 01 # o2 (test bilatéral).

4. On lit les résultats du calcul. La valeur de la statistique est F' = 1.56 et est associée & une valeur p = 0.51. On a donc
p > «, ce qui ne permet pas de rejeter I’hypothése nulle avec un risque @ = 0.05. On accepte donc que les variances sont
égales avec un risque # inconnu.

4 Tests de \?

4.1 Test y? d’ajustement A& une distribution théorique

Sur les machines ou il est implémenté, le test x? d’ajustement est nommé GOF (goodness of fit). Cette
implémentation n’est qu’incomplétement satisfaisante car c’est a 'utlilisateur de calculer et fournir les effectifs
attendus théoriques sous Hy et le nombre de degrés de liberté. La figure [11] montre la réalisation d’un test x?2
d’ajustement & la loi de Poisson sur une calculatrice disposant d’une fonction spécialisée et sur une calculatrice
n’en disposant pas.



FIGURE 11 — Reéalisation d’un test x? d’ajustement

Classe (X;) 0 1 2 3 4
Effectifs observés 36 33 24 5 2
{821,234 3List 1 Sum cList 1xList Z2a+H AugmentiList Z.{AX1=H
Do L +List 4
{36,335, 24,5, 2List 2 . 1.64 . Done
FoissonPDoiA. 1,2k, L0+ {36,335 24, TiList 5
. Core List. 3 Core
Sum List 2Z+H . Dok
186 1-PoissonChoz, La+H
SunlProdliund] = | J [ ZumProdiiun] = | g [ I CFFE GEF R EEl [ ©
List 8| List 3| List u|List 5| Test. x2GE0F Test _x2G0F
UE Obserwved: L istS xe=2. AREE9ZET
1 36( 0. 3534[ 35. 345 ExFrectedilistd F _=H.365TEE42
! 33| 0. 3615 36158 df 2 df=2 .
3 auo. 1811 1811y CHTRE iListe CHTRE:Li=1LE

y 5 Save ResiHone

GOF [2LAY CHLC DRAL
.12, 3,43+ sommetli+lz i M+l  chainedlz. A 2+H  ClLy—Lel2 Ly+ls
3 4y +Ly L.B121287819 (3
t36: 33, 24,5, 2330 ) 1.84 L£35,3454682 36... =sommetls s
FoissonFdeil. t8. <36.33.24,7r+L¢c 2. HRERIZEES
36 33 24 53 2 1, E; LIE 24 ¥ 1-NIFRER(E, ¥, 22+
sommeilzi+H £.333454582 .36
188 l-FoissorFREF(L, - SEETEEG 256

23+A

Deux premiéres lignes (casio) : de gauche a droite et de haut en bas
1. On saisit les données, calcule 'effectif total N et la valeur du parameétre A de la loi de Poisson L.
2. Les probabilités théoriques sont calculées pour les classes 0 & 2 avec la loi de probabilité de la loi de Poisson. La derniére
classe regroupe toutes les classes supérieures ou égales & 3 (probabilité A).
3. Les effectifs attendus sont stockés dans la liste 4 et les effectifs observés regroupant les classes 3 et suivantes sont stockés
dans la liste 5.

4. Sur une calculatrice disposant du test, on choisit le test de x2? de type “GOF” (notez les contenus des listes 5 = effectifs
observés et 4 = effectifs attendus théoriques).

5. Dans les paramétres du test, on indique les bonnes listes pour les effectifs observés et attendus sous Hp ainsi que le nombre
de degrés de liberté (4 classes et un paramétre estimé, d’ou deux degrés de liberté). Les contributions calculées pour chaque
classe seront stockées dans la liste 6.

6. La calcularice renvoie la valeur de la statistique, X2 = 2.006. La valeur p = 0.367 est supérieure au risque o = 0.05
classiquement utilisé, on ne peut donc pas rejeter Hy avec un risque de premiére espéce @ = 5% et on ’accepte avec un
risque ( inconnu. La distribution dans la population est conforme a la loi de Poisson.

Derniére ligne (t.i.) : Sur une calculatrice ne disposant pas du test x? d’ajustement (“GOF”) le début est identique (trois premiéres
vignettes) et les résultats du test sont obtenus en appliquant la formule de la statistique X? et en calculant la p—value d’aprés la

fonction de répartition de la loi de x? avec le bon nombre de degrés de liberté (derniére vignette).

4.2 Test x* d’homogénéité (ou d’indépendance)

Un test x? d’homogénéité compare les distributions de p échantillons en k classes. La ﬁgure illustre la mise
en ceuvre sur les données suivantes constituées des répartitions en classes d’age d’échantillons de 100 individus
provenant de quatre pays européens.
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FIGURE 12 — Réalisation d’un test x? d’indépendance

Données utilisées

Réalisation du test

De gauche a droite

<20 20-64 66+
France 33 40 27
Belgique 25 45 30
Allemagne 12 52 36
Italie 20 54 26
EDIT CALLC Xe-Test Xi-Teste
BtZ2—ComrTIn Ob=erwé: [AH] Xe=15.A1A137E1
At 1-ProrZInt.. Attendut [BT =.\@8z28172@121
Bi Z2-Prordlnt... Calculs Des=sin =5
F:‘{E—TEE‘L...
t2-ComrFTest..
EiREgaLinTTest..
F:AHOWAL
3 21 2.3 | J Test x@ Test. _x@
3 2 2.2 Obzerwed: Mal. A =2=15,01A13TS
u gl e ExrectediMat B F =H.BZA1TEH1
1. Save RestHone df=£
[GOF [EuRT
| = 1+ JCHI ISR
JGRPHJCALCJTESTITHTRIOTST ] I [CALT. [ORAL [rH1n )

1. Les effectifs observés n; ; (classe j de la population i) sont entrés dans une matrice (un tableau) de p lignes (une par
échantillon) et k colonnes stockée dans 'une des mémoires de matrice de la calculatrice.

2. Le test est simplement désigné sous le nom X?-Test sur la TI82 et sous le nom 2-WAY sur la Casio Graph 35-+.

3. On indique la matrice des effectifs observés que I'on a rentrée et un nom de matrice ou seront stockés les effectifs attendus

théoriques sous Hyp.

4. La calcularice renvoie la valeur de la statistique, X2 = 15.01, df est le nombre de degrés de libertés. La valeur p = 0.02 est
inférieure au risque o = 0.05 classiquement utilisé, on peut donc rejeter Hy avec un risque de premiére espéce a = 5%. Les
distributions en classe d’age dépendent du pays.

5 Reégression linéaire : test de corrélation

On dispose de données organisées par paires de valeurs (X;,Y;) (données brutes) ou par triplet avec deux
valeurs et un effectif (X;,Y;, N;) (données groupées). Le test est un test de type ¢ nommé RégLinTTest (t.i.)
ou accessible avec test—t—REG (casio). La figure [13| montre la réalisation de ce test sur des données brutes.

FIGURE 13 — Reéalisation d’'un test de corrélation linéaire

Données utilisées

taille 163 164 170 181 171 166 165
poids 57 51 62 74 60 62 56
Réalisation du test
L1635, 164 1FEI: 181 REg9LinTTest REaLinTTest REalLinTTest
217116 e+l Listex:iL1 g=g+hbx g=g+bix
ListeY:ilz E#8 el PO B#d et pEQ
t1e3 1ed4 178 13. EFFectl-F“E. 1 t=4. 2893953332 th=1.843398533
o7 5162, 74,68, piEs <8 G F=. B84348954 ==3. 316274685
E2: o6kl z EﬂEé = ri=, 9222985536
57 51 62 74 GA Eali:u15 =a='115.6l3146? r=. 9B53R23E575
t163: 164 1TH, 181,171, Test t réa lindaire Test t réa lingaire Test, t_réa lindaire
166: 165 +List 1 & pH df =5
Con i= tLis =4, 8@996998 a =-115,60147
15T:51:62, T4, 668,62, 56 YList tList2 F_=4.841e-03 b =1.84339853
List 2 Frea i df =5 se =3. 31627461
Crate Sawve ResiHone a =-115.68147 r_ =H. F0E3EZIE
Ex&cuter b =1.84333853 + 2 =H.82229053
[T =r=T= [cary COFY

De gauche a droite

1. Les tailles et les poids observés sont entrés dans les listes 1 et 2.

2. On choisit le test approprié, on indique les listes utilisées pour les données. Il y a une observation par paire.

3. La calculatrice donne la valeur de t = 4.81 ainsi que la p—value (p = 0.005), les coefficients de la droite de régression, le
coefficient de corrélation et le coefficient de détermination 72. Ici, p < a = 0.05 donc on peut rejeter ’hypothése nulle avec

un risque a = 0.05 :

11

la taille et le poids sont positivement corrélés et cette corrélation explique 82% de la variation.



6 Analyse de la variance

On s’intéresse aux données du tableau [6] qui donne les longueurs du tibia de la premiére paire de pattes
d’une espéce de diptére en fonction du sexe et de la richesse du milieu d’élevage des larves.

TABLE 6 — Données utilisées pour ’analyse de variance

Trés pauvre Pauvre Riche
Males Femelles Males Femelles Males Femelles
466 346 649 487 833 585
348 323 543 506 852 527
482 465 698 483 748 549
487 450 667 501 802 530
375 419 700 498 812 556

6.1 ANOVA1l

Dans les données de la table [] on s’intéresse a leffet du régime alimentaire chez les méales. La figure
montre comment réaliser ’analyse de variance a un facteur.

FIGURE 14 — Reéalisation d’'une ANOVA A un facteur
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s arar3l F=54, 386870974 T M5=1260867. 4
tdes 343 432 43, E=9.6276E4E -7 Erreur
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L1649 543 592 G5, SS=35EE14. 8 M5=3316. 13333
833,852,748, 802 4 MS=180867. 4 SxF=07. 0337082
22123 =
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$1:121:151.2.2,2,2:2, Ex&cuter
323, 3.3 3Lt 2 9. 627584845 -67
[k tin Q)

De gauche a droite

1. On entre les données : sur une t.i. les valeurs sont rentrées dans les listes L1 & L3 correspondant aux trois modalités de
régime larvaire. Sur une casio, on entre deux listes : une liste de valeurs dans List 1 et une liste de modalités du régime
larvaire (arbitrairement 1, 2, ou 3 pour trés pauvre, pauvre et riche) dans List 2.

2. On choisit le test approprié, il s’agit d’'une ANOVA & un facteur. Sur une casio il faut bien distinguer la liste des valeurs
de taille (appelée “dependent”) et celle des modalités du facteur étudié (Factor A) qui est le régime alimentaire des larves.

3. On lit les résultats tels qu’ils apparaissent dans un tableau d’ANOVAL1. df=degrés de libertés, SS=somme des carrés des
écarts, ms=carré moyen.

4. La statistique du test est F = 54.4 la p—value est p = 9.6 x 10~7 on a donc p < a = 0.05 et on peut rejeter ’hypothése
nulle selon laquelle la moyenne de la longueur étudiée est indépendante du régime alimentaire des larves avec un risque de
premiére espéce a = 0.05.

6.2 ANOVA2

La réalisation d’'une ANOVA & deux facteurs : régime alimentaire et sexe sur la longueur moyenne du tibia
de la premicre paire de pattes d’une espéce de diptéres (table @ est illustrée sur la figure Ce test n’est
implémenté que sur les calculatrices casio.
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FIGURE 15 — Réalisation d’'une ANOVA a deux facteurs (casio uniquement)
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De gauche a droite

1.

On entre les données dans trois listes : une liste de valeurs dans List 1, une liste de modalités du régime larvaire (arbitrai-

rement 1, 2, ou 3 pour trés pauvre, pauvre et riche) dans List 2 et une liste de modalités du sexe (arbitrairement 1 et 2
pour male et femelle) dans List 3.

On choisit le test approprié, il s’agit d’'une ANOVA a deux facteur. La liste 2 contient les modalités du facteur A (régime
alimentaire), la liste 3 les modalités du facteur B (le sexe) et la liste 1 contient les valeurs de taille (appelée “dependent”).
On lit les résultats du tableau I’ANOVAZ2. df=degrés de libertés, SS=somme des carrés des écarts, ms=carré moyen. La
ligne A correspond a l’effet du régime alimentaire, la ligne B correspond a 'effet du sexe et la ligne AB a linteraction de
ces deux facteurs.

Pour chaque facteur et pour 'interaction la p—value associée est inférieure & o = 0.05 et on peut donc rejeter ’hypothése

nulle selon laquelle la moyenne de la longueur étudiée est indépendante du régime alimentaire des larves, du sexe et de
I'interaction de ces deux facteurs & chaque fois avec un risque de premiére espéce o = 0.05.

. Le graphe d’interaction montre les moyennes estimées pour les couples (sexe, régime alimentaire). Les deux lignes corres-

pondent au facteur B (sexe) et illustrent la réponse différente des deux sexes aux trois régimes alimentaires (I'interaction
entre les deux facteurs).
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